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Abstract

Discovery learning with computer simulations is generally seen as a promising way of
learning and instruction. Studies have shown that in many cases discovery learning
with computer simulation leads to higher performance compared to more expository
ways of teaching, but this advantage could not always be found. One of the possible
reasons for not finding better results with discovery environments is that learners expe-
rience problems with one or more of the aspects of discovery learning. Solutions can
be found in combining simulations with support for the discovery process. In the cur-
rent study learners worked with a simulation from a physics domain (harmonic oscilla-
tion). Two supportive measures were introduced: model progression and assignments.
In model progression the model underlying the simulation is not offered in its full
complexity from the start, but variables are gradually introduced. Assignments are
small exercises that help the learner to define goals during discovery learning. Subjects
were 63 students in physics from a first year university level. Three experimental con-
ditions were created, in one condition learners received a computer simulation together
with model progression and assignments, in the second one only model progression
was added, and in the third (control) condition, neither model progression nor assign-
ments were available. For measuring learning results three types of tests were used. A
'definitional test', measuring students' factual knowledge of the domain, an 'intuitive
test', called the WHAT-IF test, that was meant to measure the students' insight in the
domain, and a test measuring the students' propositional knowledge. The definitional
and intuitive test were used as pre- and post test, and the propositional test was only
used as a post-test. For assessing the learning process all student actions were logged
and several aspects of cognitive load were measured with an electronic questionnaire.
The results showed a small gain in definitional knowledge for all three conditions. The
gain in intuitive knowledge was considerable, and differed across the experimental
groups in favour of the conditions with assignments and/or model progression com-
pared to the control condition. The cognitive load measure indicated that operating the
environment did not interfere with the learning process.

Address correspondence to: Janine Swaak, Faculty of Educational Science and Technology,
University of Twente, PO Box 217, 7500 AE Enschede, The Netherlands. Email:
swaak@edte.utwente.nl. This project was sponsored by the Institute for Educational Re-
search in the Netherlands (SVO) under grant 95728. We would like to express our thanks to
Dr. ir. Imme de Bruijn of the Faculty of Applied Physics for his advice and for his co-
operation in recommending his students to participate in the experiment, to the students
who were willing to do so, and to Elwin Savelsbergh for scoring the hypotheses lists.
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1. INTRODUCTION

Discovery learning is a way of learning that offers opportunities for learners to
engage in a process of active knowledge construction (e.g. Bruner, 1961; de Jong
1991; Shulman & Keisler, 1966; White, 1984). Computer simulation is one of the
types of environment that are suited for discovery learning. In computer simula-
tion learners have to infer properties of the model that underlie the simulation
from varying the values of input variables and observing the values of output
variables. De Jong and Van Joolingen (1996) present an overview of discovery
learning with computer simulations. They list a number of studies that have com-
pared simulation-based discovery learning with other modes of instruction (e.g.
Carlsen & Andre, 1992; Chambers et al., 1994; Choi & Gennaro, 1987; De Jong,
De Hoog, & De Vries, 1993; Grimes & Willey, 1990; Lewis, Stern, & Linn,
1993; Rieber, 1990; Rieber, Boyce, & Assad, 1990; Rieber & Parmley, in press;
Rivers & Vockell, 1987; Shute & Glaser, 1990; White, 1993). The overall con-
clusion of these studies is that simulation based learning quite often is more ef-
fective than for example expository teaching, but still in a large number of cases
the effectiveness is equal to expository teaching. According to De Jong & van
Joolingen (1996) there are two main reasons why discovery learning is not more
effective in some cases. The first reason is that learners may experience problems
in the discovery learning process. The second one is that discovery learning with
simulations is supposed to lead to a more 'intuitive', deeply rooted form of
knowledge that is not measured adequately by the types of tests quite often used
in the studies cited. A third related reason, added here, is that in simulation-based
discovery environments learners may experience high cognitive load which may
hinder learning effects to come about.

In the current study we have concentrated on one of the problems that students
may have with discovery learning: regulation of the discovery process. In a com-
puter simulation on a physics topic (harmonic oscillations) we introduced two
instructional measures or 'cognitive tools' (Lajoie, 1993) that aimed at supporting
the learner in regulating the process. The learning process and the result of learn-
ers working with a simulation environment that included these tools (model pro-
gression and assignments) were compared with the process and results of learners
learning with a plain simulation. For measuring the results, we used a rather tra-
ditional 'definitional' test, asking learners about facts, and a test that could meas-
ure knowledge with a more 'intuitive' character. To find out whether the instruc-
tional measures lead to a change in cognitive load, we measured several aspects
of cognitive load as experienced by the learners.

2. REGULATION IN DISCOVERY LEARNING

2.1 Discovery learning processes
Scientific discovery learning is a learning method of a complicated nature, putting
a high responsibility for the learning process in the hands of the learner. Studies
into discovery learning processes have identified a large number of subprocesses.
Fried ler, Nachmias, and Linn (1990), for example, say that scientific reasoning

2 © Copyright 1996 by OCTO University of Twente
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comprises the abilities to (a) define a scientific problem; (b) state a hypothesis;
(c) design an experiment; (d) observe, collect, analyse, and interpret data; (e) ap-
ply the results; and (f) make predictions on the basis of the results." (p. 173).
Njoo and de Jong (1993) make a main distinction between transformative proc-
esses (processes that directly yield knowledge) and regulative processes
(processes that are necessary to manage the discovery process). For transforma-
tive processes they further distinguish: Analysis which is the process of identify-
ing and relating variables in the model and indicating general properties of the
model. Hypotheses generation which is the formulation of a relation between one
or more variables (input and output) and parameters in the simulation model. A
hypothesis is stated with the intention to test it. Testing, which refers to those ac-
tivities that are necessary for furnishing data on which the learner expects to be
able to accept or refute an hypothesis, or to create an hypothesis. Testing includes
the processes 'designing an experiment', 'making predictions', and 'data inter-
pretation'. And, finally, evaluation, in which results are put into a more general
context. Regulative processes are subdivided into: Planning, which can take place
at the level of the complete discovery process, or at the level of one of the trans-
formative processes indicated above. Verifying, which is checking the correctness
of actions and results at a conceptual level. And, finally, monitoring, in which the
learner observes and keeps track of his/her own study process.

Both transformative and regulative learning processes can be problematic for a
learner. For instance, a learner may have trouble stating a hypothesis, designing
an experiment to test it or to interpret the results of the experiment (Njoo & De
Jong, 1993). Problems with regulation in discovery learning are sometimes re-
ferred to as 'floundering' (Goodyear et al., 1991). Glaser, Schaub le, Raghavan,
and Zeitz (1992) analysed learners' behaviour in three different simulation envi-
ronments and found that, compared to successful learners, unsuccessful ones used
a more random strategy, were less systematic, concentrated on local decisions,
and had trouble monitoring what they had done. Similar findings are reported by
Lavoie and Good (1988), Shute & Glaser (1990), Veenman and Elshout (1995)
and Klahr, Dunbar, and Fay (1991). For improving the effectiveness of discovery
learning, it can be considered to help learners in their regulative processes by pro-
viding them with additional support next to the simulation.

2.2 Support for regulation
In De Jong and Van Joolingen (1996) many support measures that can be com-
bined with computer simulation are listed. These support measures are intended
to help the learner to succeed in the discovery process. De Jong and Van Joolin-
gen (1996) mention support measures that help to gain access to prior knowledge,
to assist in the generation of hypotheses, for the design of experiments, for mak-
ing predictions, and for regulative processes. In the area of regulative processes
they mention planning support and model progression.

Planning support takes away decisions from learners and in this way helps them in
managing the learning process. Planning support This support for planning can be
given in different ways. Already quite early in the use of simulations for scientific

© Copyright 1996 by OCTO University of Twente 3
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discovery learning, Showalter (1970) recommended to use questions as a way to
guide the learner through the discovery process. His questions focused the learners
attention to specific aspects of the simulation. White (1984) helped learners to set
goals in a simulation of Newtonian mechanics by introducing games. Games, as
White uses them, ask learners to reach a specific state of the simulation (e.g. to get a
spaceship in the simulation around a corner without crashing into any walls, p. 78).
In an experiment White found that learners who learned with a simulation that
contained games, outperformed learners who worked with the pure simulation on a
test of qualitative problems (asking questions of the form "What would happen if
..?", p. 81)). Also, in the Thinker Tools environment (White, 1993) games are used
in a similar context as in White (1984). Along a similar line, in the SMISLE'
learning environments regulative support is, given in the form of assignments (de
Jong et al., 1994; De Jong & Van Joolingen, 1995). The idea of assignments is to
provide the learner with short-term learning goals, such as discovering a part of the
domain, or applying knowledge that has just been discovered.

The general idea of model progression is to keep the simulation environment
manageable by not introducing too many new ideas at a time. White and
Frederiksen (1990), from whom the idea of model progression stems, distinguish
three kinds of ways to do this:

Simple to complex model progression, that is starting with a simplified version
of the model in which only a few variables are present, and gradually expand-
ing the set of variables, by offering more and more complex versions of the
model;
Changing the order of the model, in changing the order of the model, models
of increasing precision (see Van Joolingen and De Jong, 1993) are put in se-
quence. Typically, one will start with a qualitative model, in which only state-
ments of the order true/false are made and end with fully specified quantitative
models;
Changing perspective on the model, often, models can be described from dif-
ferent viewpoints. For instance, models in physics can often be described from
the viewpoint of state variables (e.g. positions and velocities, but also voltage
and current) and from the viewpoint of energy flow. In this type of model pro-
gression, the word progression is used not correctly, as there is no sense of di-
rection in switching between views.

In the present study we created a simulation learning environment that contained
both assignments and model progression. Section 5.1 presents how these measures
have been operationalised in our study. The way model progression is
operationalised in the discovery environment of the present study conforms to the
first type, the progression from a simple to more complex models.

The discovery environment of the present study is created with the SMISLE authoring environ-
ment. The SMISLE project was partly funded by the European Commission as project D2007 in
its Telematics programme. The SMISLE project is currently being continued in the SERVIVE
project (project ET 1020).

4 © Copyright 1996 by OCTO University of Twente
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3. ASSESSING THE PRODUCTS AND PROCESSES OF DISCOVERY LEARNING

In order to assess the effectiveness of the support measures given to the learner
we need measures for both the product of the discovery process, i.e., the knowl-
edge gained by learners as a result of working with the simulation environment,
and the process of interaction, i.e., the way learners interact with the simulation.
In addition, since discovery learning is a highly demanding way of learning, we
wanted to measure the cognitive load that learners experience in the learning
process. As product measures, we choose for knowledge tests, however, we argue
that 'traditional' knowledge tests are not necessarily the best means of assessing
the results of simulation-based discovery learning, because such tests neglect in-
tuitive properties of knowledge. Therefore, next to a definitional knowledge test,
we developed a test which intended to tap the intuitive knowledge acquired in
interaction with simulations. For assessing the learning process we used logfiles,
and for assessing the cognitive load of students we developed an on-line measur-
ing device. In the next two sections, we elaborate upon the rationale behind the
newly developed assessment measures.

3.1 Intuitive knowledge
An important premise of this work is that discovery learning with simulations
may not lead to a kind of knowledge that can easily be measured by the types of
tests normally used in the studies on the effects of learning methods. Instead, we
think that the interaction with simulations may result in a type of knowledge
which we can label as 'intuitive knowledge'. When literature on intuitive related
knowledge is reviewed, we find that many authors have written about it, but that
only few tried to assess intuitive knowledge (Swaak, 1995). Despite the under-
representation of serious efforts to assess intuitive knowledge, literature on intui-
tive knowledge (e.g., Fischbein, 1987; diSessa, 1993) together with research on
interacting with complex simulation systems (e.g., Berry & Broadbent, 1988;
Broadbent, Fitz Gerald, & Broadbent, 1986; Hayes & Broadbent, 1988; Leutner,
1993) have provided us with at least three, more or less stable, notions on intui-
tive knowledge (for a complete review see Swaak, 1995).

The first is that the intuitive quality of knowledge is acquired after 'using'
knowledge in perceptually rich, dynamic situations (see also Fischbein, 1987).
Important assumptions are that the learning environments of the present study can
be well described as rich, dynamic environments, and that the learners are ac-
tively engaged in the learning process. We infer that if knowledge is 'used' in rich
contexts, in which perceptions play a critical role, experiential learning processes
are elicited, and that those experiential learning processes lead to intuitive knowl-
edge.

A second notion is the intuitive quality makes the knowledge difficult to ver-
balise. An important hypothesis is, indeed, that in the interaction with a simula-
tion environment learners are invited to follow a learning mode an implicit, ex-
periential learning mode which leads to knowledge that is hard to verbalise.
Many studies involving the control of complex simulation systems suggest that
there is more to knowledge than only the verbalisable part (e.g., Berry & Broad-

© Copyright 1996 by OCTO University of Twente 5
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bent, 1984; 1988; 1990; Broadbent, Fitz Gerald, & Broadbent, 1986; Hayes &
Broadbent, 1988; Leutner, 1993).

The third observation is that the access in memory of knowledge with an in-
tuitive quality is different from the access in memory of knowledge without this
quality (see also Fischbein, 1987). We speculate the differential access exists next
to differences in verbalisation. We hypothesise that the experiential learning
mechanisms tune the knowledge and give it an intuitive quality. However diffi-
cult to verbalise, the intuitive quality causes the access to the knowledge in mem-
ory to be more efficient. Van Berkum and De Jong (1991) illustrate that examples
in the domain of chess (e.g., Chase & Simon, 1973) suggest that the phenomenon
of knowledge tuning is not limited to operational knowledge (see Anderson,
1987, for this opinion), but that it also extends to more conceptual knowledge
(see also Fischbein, 1987). In the authors' words,'...Chess masters mainly differ
from novices in their 'direct perception' of complex, meaningful chess patterns,
and much less in their basic problem solving procedures.' (1991, p. 313).

To summarise, low verbalisability, 'rich' situations, and speed are the three
observations most frequently found in relation to intuitive quality of knowledge.
A certain coherence can be stated between these findings. Several questions re-
main unanswered, however. So far, there is no agreement on the exact nature of
the processes involved in the acquisition of the intuitive knowledge. Even more
remains unclear about the precise presentation of intuitive conceptual knowledge.
However, most researchers (e.g., Broadbent and colleagues, Brown, Van Berkum
& De Jong) agree that, whatever the exact nature of the processes involved in the
acquisition and whatever the precise presentation of intuitive conceptual knowl-
edge, the processes involved in the manifestation of the intuitive quality of
knowledge can be described as a 'the quick perception of meaningful situations'.
As will become clear, this description of intuitive quality is central to the intuitive
tests we developed. The test, that is called the 'WHAT-IF test' is described in Sec-
tion 5.2.3.

3.2 Cognitive load
As is outlined above, learning involved in discovery environments, such as
simulations, is supposed to be based on learning processes that are qualitatively
different from the learning processes in more traditional instructional situations.
In more traditional instruction an emphasis on the mere acquisition of knowledge
is present, whereas in discovery environments learning processes that, first of all,
make sense of the information presented transformative processes (such as, for
example, hypothesis generation) are of uttermost importance (see section 2).
Another aspect is that discovery environment give learners much freedom and
thereby require learners to regulate their own study process here, regulative
processes are important (see also Section 2). Both of these characteristics of dis-
covery learning are assumed to be highly demanding. In similar vein, Cates
(1992) talks about "the cognitive demands of the 'information age'(....), and about
developers of hypermedia and multimedia instructional programs arguing for
learner 'empowerment' and learner control" (1992, p. 1). The author makes the
point that not only more information is offered, but also that the information

6 © Copyright 1996 by OCTO University of Twente
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changes more frequently, and that people have more freedom to learn from this
information. Cates continues that "it also offers opportunities for them to experi-
ence substantial cognitive overload (...)" (p. 1).

We subscribe Cates' view, and, furthermore, we found that in the evaluation of
instructional computer simulations `unexpected' results are several times ascribed
to the cognitive load or overload of the learners involved. Among the researchers,
who refer to this cognitive load phenomenon, are Hussy and Granzgow (1987,
cited in Leutner, 1993). Their studies indicate among others that an increase in
system-transparency was accompanied by an increase in problem-solving
achievement. System-transparency was enhanced by giving rich information
about system variables inherent in the system. In one study where the informa-
tion, instead of being eliminated, remained on the screen, the achievement was
hindered. The researchers assume, based on the outcome of the (poor) task per-
formance that this effect is the result of information-overload.

Other researchers who implicitly mention excessive cognitive load as a possi-
ble reason why, for example, extra support supplied next to a simulation envi-
ronment does not work are Shute (1991), De Jong et al. (1993) and Njoo (1994).
Shute calls it "disruption of the compilation process". She explains that when
people are interacting with a simulation and engaged in problem solving, the de-
cision to use on-line tools distracts from, and thus according to Shute, disrupts the
compilation process. In the same vein, De Jong et al. (1993) infer from the lower
than expected scores on the post-tests, that the extra support given, might have
distracted the learners form the main task, the simulation itself. De Jong et al. ob-
served that the support tools formed indeed an extra task for the learners. Njoo
(1994) found (study 3) that of two groups working with the same simulation pro-
gram, the group with the "highest level of support" had the lowest post-test
scores. Njoo continues to suggest the possible explanation that "the instructional
support measures had placed an additional cognitive load on subjects' working
memory" (p. 126).

As can be seen cognitive load is an interesting and relevant concept in the
context of learning with computer simulations. Cognitive load is determined by
the rather difficult transformative learning processes of discovery learning, the
extensive regulative aspects of it, and the complexity of the learning environment
that may include extra instructional support. Not much attention, however, is paid
to assessing cognitive load in discovery environments. Therefore, we developed a
cognitive load scale that was fitted to the learning environments we evaluated,
and that was able to tap several aspects of cognitive load. This scale, that we
called the S.O.S. scale, is described in Section 5.2.3

4. HYPOTHESES

The main ideas put forward so far can be summarised as follows: positive effects
of discovery learning may be expected if the regulation of the discovery process is
adequately supported and if the right assessment techniques are applied to meas-
ure the effectiveness of discovery learning. We hypothesise that both the assign-
ments and model progression assist learners in their discovery process. As a con-
sequence, the cognitive load of learners will be reduced thereby leaving sufficient

© Copyright 1996 by OCTO University of Twente 7
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cognitive recourses for learners to actually learn. However, since we also have
indications that extra support may increase cognitive load, cognitive load will be
measured on-line, in order to have a control. The knowledge gained, will to a
large extent, consist of knowledge that is hard to verbalise, and that is best cap-
tured by the intuitive WHAT-IF test. The next section describes the empirical study
in which our ideas were tested.

5. THE PRESENT STUDY

In this report an evaluation is presented on adding assignments and model pro-
gression to a simulation-based environment for discovery learning on the effec-
tiveness of learning. The learning environment evaluated is called SETCOM:
System for Exploratory Teaching a Conceptual model of Oscillatory Motion. The
subject domain of this environment is oscillatory motion. SETCOM was designed
for first year university level students of physics or technical sciences. In its com-
plete form SETCOM employs simple to complex model progression. The learn-
ing environment starts with a simple model, of a mass suspended from a spring,
and adds two levels of increasing complexity by introducing subsequently a
damper and an external force. At each model progression level a series of as-
signments is available for the students. Apart from assignments and model pro-
gression SETCOM also includes a number of explanations as a means of instruc-
tional support.

5.1 The learning environment

5.1.1 Domain

SETCOM addresses one-dimensional oscillatory motion. Oscillatory motion is a
subject taught to, for example, first-year engineering and physics students. In the
practice of engineering, the characteristics of oscillations play an important role in
design, since unintended oscillations may severely affect the behaviour of systems.
Example of designs in which oscillatory motion is important are shock damping
devices in cars, wings of aeroplanes, loud speakers and robots, but also designing
earthquake resistant buildings requires deep knowledge of oscillations. Three kinds
of oscillatory motion are addressed in SETCOM:

free oscillatory motion without friction;
damped motion;
forced oscillatory motion.

The type of motion that occurs is dependent on the presence of friction and/or an
external force. In the case that both are absent, the motion is free, if only friction is
present, we have damped oscillation, if both are present, there is forced oscillatory
motion.

In free oscillation the system shows an undisturbed periodic behaviour, with a
frequency dependent on the force constant and the mass of the system. This
frequency is called the eigenfrequency of the system.

8 © Copyright 1996 by OCTO University of Twente
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In the case of damped oscillation, different modes of damping exist: subcriti-
cal damping, critical damping, and supercritical damping. In the case of a
(relatively) small friction coefficient, damping is subcritical. This means that os-
cillation does occur, but slowly dies out. In the case of supercritical damping, for
large friction coefficients, no oscillation occurs at all, the system relaxes to equi-
librium without oscillation. The boundary case between these two cases is called
critical damping. Here, also no oscillation occurs, but the system quickly relaxes
to an equilibrium. This situation only occurs for one specific value of the friction
coefficient, for a given mass and force coefficient of the system.

A central place in the analysis of damped oscillation (with or without an exter-
nal force) is taken by the so called characteristic equation, which is derived from
the equation of motion. The two roots are complex numbers of which the real part
is associated with the time the motion takes to die out, and the imaginary part is
connected to the frequency of oscillation. In the case of free oscillation, the roots
are purely imaginary, i.e., their real parts are zero, meaning that the oscillation
will not die out. In the case of subcritical damping, both the real and imaginary
parts of the roots are nonzero, in the case of critical and supercritical damping, the
imaginary parts of the roots are zero. Moreover, in the critical case the two roots
are equal to each other.

In forced motion, an external periodic force or an external periodic motion is
applied to the system. This external force interacts with the autonomous behav-
iour of the system, meaning that the solution of the differential equation is the
sum of the undisturbed (damped motion), and a component stemming from the
external force, called the homogeneous and particular solutions respectively. The
homogeneous solution dies out in the same manner as for the damped oscillation,
including sub- and supercritical behaviour. The particular solution is a periodic
motion with the same frequency as the external force, but shifted in phase with
respect to the force behaviour. This phase shift as well as the amplitude of the
particular solution depend on the eigenfrequency of the unforced oscillator (if
existent) and the friction coefficient.

The strength of the spring)i
is controlled

by the parameter k

The parameter m controls
the mass of the object

A damper is
added to introduce

friction. In the simulation
this means an

extra parameter c

Figure 1. Three types of oscillatory motion, illustrated by a mass suspended from
a spring. From left to right: free oscillation, damped oscillation, and forced mo-
tion.

© Copyright 1996 by OCTO University of Twente
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When the frequency of the force approaches the eigenfrequency of the system,
the amplitude of the system grows strongly and the phase shift approaches 90 de-
grees. This phenomenon is called resonance. When designing systems, it is of
crucial importance to prevent situations in which resonance may occur, since this
can result in unexpected system behaviour and damage.
The three types of oscillatory motion introduced in SETCOM are depicted in
Figure 1

5.1.2 The simulation environment
In this section the full version of SETCOM is described. The other two versions
used in the experiment were obtained by omitting features from this version (see
Section 5.2). SETCOM contains three simulations of oscillating systems. The
simulated systems are the ones displayed in Figure 1. Each simulation model cor-
responds to a level of model progression going from free oscillation, through
damped oscillation to forced motion (see'Section 5.1.1). Each of the simulations
is a dynamic simulation which allows the learner to control a number of input
variables and watch the behaviour of the oscillating system as is expressed in a
graph and in numerical output. An example simulation window is displayed in
Figure 2. The simulation window in Figure 2 corresponds to the second level of
model progression (damped oscillation).

p) 6 ede mpt Massa-Veer Systeem @El 1E3

Animation of mass
suspended from a spring

with a damper

Output variables
in numerical values

Output variables that
do not change with time

van het systeem

verplaatsing

snelheid

Input variables abelen

Veerconstante (k)

Massa (m)

Dempingsconstante (C)

start I

Uitvoervariabelen

Egenfrequentie

kritieke demping

- Karakteristieke vergeli king

Re lambda _l

Im lambda _1

Re lambda2

Im lambda_2

pauze

-0.1

0.994987

-0.1

-0.994987

get door reset

Figure 2. A prototype simulation window corresponding to the second level of
model progression.
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Model progression
The three simulations present in SETCOM define a simple to complex model
progression. The number and kind of input variables that can be controlled and
output variables that can be observed increases with every level in this progres-
sion. At the most simple level the learner can control only two input variables, at
the most complex level, the learner can control five variables. In all cases the
learner can also control the initial state of the system. In Figure 2 the simulation
window corresponds NA/ibtM
tion window,thatribelenggntaitthettifir
not availableYkidtMEttaggiiiirlirgidiflii
dow conespaRRIEFOrkihir

lqv.e14 0f.model progression. In the simula-
most simile level the input variable "c" is

!bin ;4-gliglimedmIn the simulation win-
ustrarriplex-revelithe input variable "F" is

added d-in-the-picture-an-exte al-formis-sisnlmn-Isse also Figure 1). Table 1
provide n o mermiew.ofd the) mariablesb present ,ab eadvoinodel progress ion level.
Apart fro model progreggitT,'"StTCM'airgiticTi.idel assignments and expla-
natio

Assignments
On each level of model progression, a numinftliements guide the learner in
the exploration of the model behind the progress on level. The core of the collec-
tion of assignments offered to IfinerinW is formed by the investigation assign-
ments. These assignments prompt the learner to start an inquiry of the relations
between two variables given. The set of investigation assignments was designed
in such a way that for each relevant relation in the simulation model at each
model progression level, one investigation assignment was available. In Figure 3
the assignment window, an example of an investigation assignment, and the asso-
ciated answer window used in SETCOM are displayed.

When learners go through all of these assignments, they have met all the relevant
relations in the domain. In Table 1 an overview of the investigation assignments in
SETCOM is given. From this table it can be seen that not simply all relations
between any input variable and any output variable are represented in investigation
assignments. Sometimes such relations are just non-existent, sometimes they were
too complex to catch them in a single assignment.

Two decisions for the choice of investigation assignments need extra explana-
tion. First, there are no investigation assignments concerning either of the two
state variables x and v. The reason for this is that these variables depend on time
and there is no direct relationship between any of the inputs and the state vari-
ables. In oscillation theory, only the global behaviour of oscillating systems, ex-
pressed in output variables like the frequency and the amplitude are of interest for
understanding. Second, the roots of the characteristic equation appear in the in-
vestigation assignments of the second model progression level, whereas they are
introduced on the first level. The reason for this is that these output variables only
become of real interest at the second level of model progression, when friction is
introduced, but that they are already included on the first level, to obtain a con-
sistent look for all model progression levels. The roots of the characteristic equa-
tion do appear in a specification assignment on the first level.

wilevead atudi ab asiX
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This is the assignment window in
which learners can select and

answer assignments.
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Figure 3. The assignment window, an example investigation assignment and the
answer window of the assignment .

The set of assignments is completed by three other types of assignments:
optimisation assignments, specification assignments, and one explicitation
assignment. The optimisation and specification assignments were included to allow
learners to test themselves in a game-like situation.

In the optimisation assignments, the learners control one input variable and are
given a certain goal, like: try to reach a situation of critical damping (i.e. when C

Ccrit). Usually, in such a situation, the variables involved, like Ccrii can be ma-
nipulated indirectly, using one of the relations that can be found in one of the in-
vestigation assignments. During the activity of an optimisation assignment, some
constraints are active. Once such a constraint is violated, the simulation is
stopped and the learner is informed that the constraint has been violated.

Specification assignments ask the learner to predict the value of a variable in a
given situation. The situation is presented in the simulation interface, and the
learner can type in the prediction in the answer window.

12 © Copyright 1996 by OCTO University of Twente
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Table 1. Overview of the model progression levels and investigation assignments
in SETCOM. Input variables are printed in bold type.

Model progression Variables introduced Investigation assign-
level ments

simple harmonic velocity (v) investigate the relation
position (x) between ...
force constant (k)
mass (m)
frequency (t)
roots of the characteristic equa-

tion (Im AI, Im A2, Re AI, Re
A2)

k, f
m,f

damped harmonic damping constant (C) k, Cam;,

critical damping (CA m, Colt
C, A1,2

C, Re Au
forced oscillation force amplitude (Fo) C, a,

force frequency (co,) k, al
phase shift (0) k,
equilibrium amplitude (a1) col, al

C01,

Explicitation assignments ask the learner to explain a phenomenon simulated by
the system. The single explicitation assignment present in SETCOM presents
three states of the system and the learner is asked to give the underlying principle
for the observed phenomenon, which is super- and subcritical damping. This as-
signment is present at the damped harmonic model progression level. An over-
view of the optimisation and specification assignments in SETCOM is given in
Table 2.

Table 2. Overview of the specification and optimisation assignments in SET-
COM.

Model progression level Optimisation assignments Specification assign-
ments

simple harmonic <none> predict frequency
predict A1,2

damped harmonic control C, find Ccnt
control k, find Cl e
control m, find Cc,

predict Im A1,2

predict Re A1,2

forced oscillation control k, find maximum .91 <none>
control oh, find maximum al

Table 2 shows that the optimisation assignments and specification assignments do
not appear on all model progression levels. The reason for this is that at the highest
model progression level specification assignments would require complex

© Copyright 1996 by OCTO University of Twente 13
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calculations, which we did not intend to train learners in. On the lowest level of
model progression, any optimisation assignment would be trivial.

Explanations
SETCOM includes an explanation for each variable present in any of the model
progression levels. These explanations consist of simple text and graphics. For
most variables the formula(s) describing the variable are given together with
clarifications of the other parameters involved in the formula. Figure 4 displays
the explanation window and an example of such an explanation.

Uitleg

This is the explanation window in which
learners can select a name of a variable.
After selection the explanation appears

in a separate window.
0 Vadabelen

ReLembde2
snelheid

ReLambdal

De karekteristieke vergelijking wordt gebruikt om de enalytische oplossing van de
bewegingsvergelkking to bepelen. In het elgemeen luidt die vergelkking:

mA2 + cA + k = 0
Lembde_l en Lembda_2 ztn de twee (in principe complexe) wortels van deze vergelijking.
ReLembdel is het reele deal van den van die wortels.

Figure 4. The explanation window and an example explanation.

A second set of explanations is that of the feedback explanations. Feedback
explanations appear as feedback on assignments, e.g. "this is not the right answer
try to set the value of the damping constant to a value greater than the critical
damping". For all alternatives in investigation assignments, and for all constraints in
optimisation assignments a feedback explanation is defined.

Learner control
In SETCOM, at any point, the learner may choose from a set of assignments, ex-
planations, manipulate the simulation, or choose for a new level of model pro-
gression. In SETCOM we introduced a number of controls that limited learners
somewhat in their freedom. These controls were:

When a model progression level is active, all assignments for that model pro-
gression level are enabled;
When a model progression level is active, all explanations for variables ap-
pearing in that model progression level are enabled;
Feedback explanations are never available for free selection by the learner,
they only appear as feedback;

14 © Copyright 1996 by OCTO University of Twente
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Once all investigation assignments for. a model progression level have been
completed, or when 20 minutes are spent on a model progression level, the
next model progression level is enabled;
Once enabled, a model progression level stays enabled. This 'means that learn-
ers can always return to a model progression level that was previously visited.

These settings assure that the learner has a great freedom in exploring SETCOM.
Mainly, just inconsistent choices are prevented, such as trying to select an
assignment of a different model progression level than the one currently active. The
constraints on proceeding to a next model progression level are implemented to
enforce the idea of model progression by ensuring that learners spend a relevant
amount of time on a level before proceeding to the next one.

5.2 Method
The study described here aimed to measure the effects of offering model progres-
sion, in combination or without assignments, in a simulation learning environ-
ment on oscillations. Three versions of this learning environment were devel-
oped, one with model progression and assignments, one with model progression
without assignments, and one with neither model progression nor assignments.
All three learning environments included the same explanations. Subjects par-
ticipated in a session with one of these three environments. Before and after this
session they received some tests, measuring different kinds of knowledge. During
the session, the subjects' actions were recorded in a logfile, and they were queried
on several aspects of their cognitive load.

5.2.1 Experimental conditions

Three versions of SETCOM were created. One was the full version as described
above. In the second version no assignments were available, and in the third ver-
sion, also the .model progression was omitted. In this last version, subjects only
saw the forced oscillator model progression level, so from the start of their ses-
sion they could access all variables.

5.2.2 Subjects

Sixty-three subjects participated in the study. They were first year physics stu-
dents who had just followed an introductory course on dynamics. The students
were randomly assigned to one of the three conditions such that N = 21 for each
experimental condition. Subjects participated in the study voluntarily and re-
ceived a small fee for their participation.

5.2.3 Tests

For assessing the learners' knowledge a series of three tests was used. The defini-
tional knowledge test aimed at measuring students' knowledge of concepts, the
intuitive knowledge test intended to measure the student's difficult-to-verbalise-
insightful knowledge of the topic, and the propositional knowledge test aimed at
directly measuring (i.e., knowledge articulated by student) the student's knowl-
edge of relations in the domain. The definitional and intuitive knowledge test
were presented as pre- and post-test; the propositional test was presented as post-
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test only. For the definitional knowledge test the same test was used for pre- and
post-test, for the intuitive knowledge test parallel versions were used. The defini-
tional and intuitive tests were computer administered, the propositional test was a
paper-and-pencil test.

Definitional knowledge
The tests for definitional knowledge concerned the knowledge of individual ele-
ments from the domain. Multiple choice items (presenting three answer alterna-
tives) assessing the definitional knowledge about the facts and concepts of the
domain were used to measure this kind of knowledge. An example of two defini-
tional test items is depicted in Figure 5. The definitional knowledge test consisted
of 25 items.

NEE

r Kennistest r Kennistett

Welke oplossing ken gesubstilueerd warden in de

bewegingsvergetijking van een gedempt manna veer

systeem met eigenwaarde lambda?

Een crigederopt masse veer systeem word in trilling

gebractd.

i

..,,

i,vetplaatsing en therd

Wet is de trillingstijd van dit systeem?

Figure 5. Two example definitional items used in the experiment. The left hand
item asks "Which solution can be substituted in the equation of a damped-mass-
spring-system with eigenvalue lambda?". The right hand item states "A mass-
spring system without damping is brought into oscillation". What will be the os-
cillation time of the system?"

Intuitive knowledge
For measuring intuitive knowledge about the relations between the variables of
the domain, we created a test that.we called the speed WHAT-IF test. In the speed
WHAT -IF test each test item contains three parts: conditions, actions, and predic-
tions. The conditions and predictions are states in which the system can be. The
conditions are displayed in a drawing of the system and some text. The action, or

16 © Copyright 1996 by OCTO University of Twente
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the change of a variable within the system, is presented in text. Finally, the pre-
dicted states are also presented in text. The speed WHAT-IF task requires the
learner to decide as accurately and quickly as possible which of the predicted
states follows from a given condition as a result of the action that is displayed.
The items of the task are kept as simple as the domain permits, and the items have
a three-answer format. Two parallel versions of the intuitive knowledge test were
developed, each consisting of 25 questions. The versions differed on details of the
changes given. One of these versions was given as pre-test, the other as post-test.
These versions were developed to prevent memorisation effects. For determining
the level of intuitive knowledge both correctness and answer time required were
used. Students were instructed to answer as accurately and quickly as possible.
Two example WHAT-IF items are depicted in Figure 6.

!474. intv6 MO E) li intv18. NDei
SnelheidstetiSnelheirlstest
De VEERCONSTANTE K is 40 NMI

de SGENFRE-CrUENTIE I is 40 Hz

Het is

k
K worth 10 Wm

gedemp1

We VERHOGEN

de MASSA m E
Wet wordt t ?

Wet gebeurt er

met Ckr?

m

kleiner

gelijk

groler

0 10 Hz

0 20 Hz

0 40 Hz

Figure 6. Two example WHAT-1F items used in the experiment. On the left, a
qualitative item, on the right, a numerical item for which no calculation is needed
to solve it. The left hand item tells "The damping is critical, the mass m is in-
creased, what happens to Ckr? decreases, same, increases". The right hand item
states "The force constant K is 40 N/m, the eigenfrequency f is 40 Hz. Now K be-
comes 10 Nhn. f becomes?"

Propositional knowledge
Propositional knowledge, on relations between variables in the domain, was
measured using a propositional knowledge test. On this test, learners were con-
fronted with pairs of variables, present in the simulation. For each of those pairs,
they had to state a relation they thought valid between the variables given. Also
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they had to indicate whether the relation always holds, or only in a limited num-
ber of cases. Students were told that they could use both their own words and/or
formula. Furthermore, it was explained to them that of all the descriptions they
gave, only the correct ones were counted, and that no attention would be paid to
the incorrect ones. The propositional knowledge test aims, like the WHAT -IF tests,
on relations between specified variables. The range in level of detail of the two
test formats can be considered identical. However, the two formats contrast on the
demand they place on the verbal skills of the learners.

5.2.4 Interaction behaviour and cognitive load
We registered all the actions learners made while interacting with the simulation.
This provided us with data on the use of the simulation and the supportive meas-
ures that were present. These data were used to make a comparison between
groups, but also to relate specific interaction patterns with outcomes of the post-
tests.

Another type of measurement we introduced is a measurement of subjectively
experienced cognitive load. Subjects' cognitive load during the learning session
was measured by means of a pop-up electronic questionnaire, the s.o.s. scale.
Subjects' opinion on three aspects of the environment were gathered: subject
matter difficulty (is the subject matter experienced as easy or difficult), operating
the system (is working with the system easy or difficult), and usability of support
tools (do support measures make the understanding of the subject matter better or
worse).

0)Wil je jour, mening goy., over de leeromgeving. Je kunt niet voor '0' kiezen.

-Ik vind DE LEERSTOF 'TRILLINGER' momenteeI

ILLJ

bijzoinier:
.geMakkelijk

7 bgiorder
indeikk

WERKFN HET HET SYS TEEM reinontenteel

De /aODEEPROGFIES§1E'EN OPORACHTEN makes mrjn begnp vari,:tnalmgere,momenteet ,

Figure 7. The s.o.s. scale measuring three aspects of the cognitive load of inter-
acting with the learning environment: subject matter ("leerstof") difficulty, oper-
ating ("werken met") the system, and support (i.e., model progression and as-
signments "modelprogressie en opdrachten") added.
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At regular moments the s.o.s. scale appeared and subjects had to complete it before
they continued working with the environment. By pulling sliders subjects could
indicate their ratings. Subjects scores could range from 0 to 100, where 100 was the
`negative' side, meaning that the subject matter was extremely difficult, the
environment was extremely difficult to work with, and support made the task much
more difficult. This scale2 is depicted in Figure 7.

The questionnaire was set to pop up every 10 minutes, but display was always
postponed until an event occurred that marked the end of a coherent subject's ac-
tion, such as closing an explanation or completing an assignment. This was done
in order not to let this measurement interfere with the discovery behaviour.

5.2.5 Procedure

Each experimental session had a duration of approximately three and a half hours.
It consisted of the following parts in chronological order:

Introduction (5 minutes)
Subjects were welcomed and given an overview of the activities that they
would be engaged in during the session. They were also explained the target
of the learning session and the subject domain (oscillatory motion).

Pre-tests (30 minutes)
After the general introduction the definitional and intuitive pre-tests were ad-
ministered. This took about 30 minutes all together.

Introduction to the learning environment (10 minutes).
After having completed the pre-tests subjects read an introduction on the
SETCOM environment. This was followed by a demonstration in which the
experiment leader showed the function of the various elements of the learning
environment and explained how they could be operated. It was explained to
the students that both their performance on the tests and their interaction with
the learning environment would be recorded. Furthermore, it was clarified
how their performance would be evaluated.

Interaction with SETCOM (set at 2 hours and 15 minutes)
After the introduction subjects learned with the SETCOM environment on
their own. The experiment leader was present and could give assistance on
questions concerning the operating of the environment, but not on the subject
matter contents. Subjects were encouraged to use the full two hours and a
quarter available for the interaction. If they wanted to stop earlier they were
stimulated to explore more of the environment, however, they were not forced
to do so. During the interaction, coffee, tea, and sweet snacks were served.

Post-tests (30 minutes)
After the interaction with the simulation environment the post-tests were pre-
sented. The sequence of presentation was first, the definitional test, then the

2 The S.O.S. scales were adapted to the learning environments of each of the three experimental
conditions. The example given in Figure 7 displays the s.o.s scale for the condition with assign-
ments and model progression.
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intuitive knowledge test, and finally the propositional knowledge test. The
first two of these tests were presented electronically (as were the pre-tests),
the propositional test was administered using paper and pencil.

5.3 Predictions
With respect to the knowledge tests, we expect across all three experimental con-
ditions a considerable gain at the intuitive WHAT-IF test, and a small or no gain at
the definitional knowledge test. If the definitional test, the WHAT-1F test, and the
propositional test measure different aspects of knowledge, we could possibly ex-
pect low correlations between the scores on these tests.

We predict that learners of the experimental conditions that have assignments
and/or model progression available will perform better on the intuitive WHAT-IF
test than the learners who are not supported. Furthermore, it is speculated that he
learners of the experimental condition with assignments and model progression
will perform better than on the intuitive WHAT -IF test the learners with just model
progression.

We do not expect that the experimental conditions that have assignments
and/or model progression available will necessarily score better on the defini-
tional knowledge test than the control condition, as the effects of discovery
learning in general should especially improve the intuitive character of knowl-
edge.

In addition, we do not expect differences between the experimental conditions
on the propositional test. However, we are especially interested in possible rela-
tions between scores on this test and the WHAT-IF test as both tap knowledge on
relation between variables of the domain.

With regard to cognitive load, we expect that learners of the experimental con-
ditions that have assignments and/or model progression available are supported in
their learning process and for this reason will experience a lower cognitive load
than the non-support group. Nevertheless, we do not foresee that the reported
cognitive load of learners who have assignments and/or model progression will
necessarily be lower than the reported cognitive load of the learners of the non-
support condition Obviously, as the support tools make the environment, per
definition, more complex, adding support tools may also raise cognitive load.
These 'contradictory' effects, however, should be reflected in the different aspects
of the cognitive load measure (see Section 5.2.4).

6. RESULTS

In this section we will first report the results on different knowledge tests, then
we will give an account of the interaction behaviour and the cognitive load meas-
ure, and, finally, we relate a number of the interaction behaviours to performance
measures.

6.1 The definitional knowledge test
The definitional knowledge test was given in the same form as pre- and as post-
test. It consisted of 25 multiple choice items with 3 alternative answers each. A
reliability analysis on the definitional pre-test (N = 63; n = 25 items) resulted in
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the removal of one item that lowered the total test reliability to a considerable
extent. The resulting test reliability was .49 (Cronbach's a). The reliability analy-
sis on the same test used as post-test also resulted in the removal of one item and
then yielded a reliability of .62 (N = 63; n = 24 items). The average number cor-
rectly answered items on the definitional pre-test was 15.9 with an SD of 2.8 and
a range going from 9 to 21 correct items out of 24. On the definitional post-test
the number correct scores had a mean of 18.0 with a SD of 3.0 and a range from
11 to 24. Table 3 and Figure 8 give the average numbers ofcorrect items for the
definitional pre- and post-tests for the three experimental conditions averaged
over subjects.

Table 3. Average number of correctly answered items on the definitional pre-test
and definitional post-test (n = 24 items)

Condition definitional pre-
test

definitional post-
test

I (model progression and assignments) 16.0 (sd = 2.5) 17.9 (sd = 3.2)
II (model progression, no assignments) 16.3 (sd = 2.5) 19.1 (sd = 2.3)
111 (no model progression, no assignments) 15.5 (sd = 3.4) 17.1 (sd = 3.2)

Overall average 15.9 (sd = 2.8) 18.0 (sd = 3.0)

25
24
23
22
21
20
19-
18-
17-
161
15

pre-test post-test

I: model

progression and

assignment

--M II: model
progression, no

assignments

A-- Ill: no model
progression, no

assignments

Figure 8. Average number correctly answered items on the definitional pre-test
and definitional post-test

In every condition I, II and DI, some students had a lower post-test than pre-test
score. In conditions I five students, and in condition III three students scored 1
item less. In condition II one student had two items less correct, and one student
had one item less correct on the post-test in comparison with the pre-test.

A repeated measurement analysis on the definitional test-scores showed a sig-
nificant within-subject effect of number of correct items (Ft, 60 = 45.5, p < .001).
No interaction between experimental condition and test scores was revealed in
this analysis. ANCOVA's on post-test scores with pre-test scores as covariate
over pairs of conditions showed that the difference between condition II and DI
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was significant (F1, 39 = 4.4, p < .05). The other comparisons yielded no signifi-
cant differences in definitional post-test scores.

6.2 The intuitive knowledge test
For the intuitive test, items are scored on both the correctness of the answer and
on the time used for giving the answer. On the basis of a reliability analysis and
an analysis of outliers in response time, a number of items were excluded from
further analysis.

Reliability analyses on the WHAT-IF pre-test across 63 students resulted in the
removal of two items (of the total number of 25 items) that lowered the total test
reliability to a considerable extent. The resulting test reliability was .43
(Cronbach's a). Reliability analyses on the WHAT-IF post-test resulted in the re-
moval of one item and then yielded a Cronbach's a of .70 (N = 63, n = 24 items).

In order to identify outliers in the response times to the WHAT-IF items, for
every student (N = 63) average response times and SD's across WHAT-IF pre-test
and post-test items were computed. A response time was defined an outlier if it
was more than three standard deviations from the individual average response
time. We have chosen this method to identify outliers because the method takes
into account individual differences. Using this procedure, overall no more than
1.7 % of the data was excluded from further analyses.

The number of items over which analyses were done differed between students
because the removal of outliers was performed on the basis of individual data. For
Condition II an average total over all students of 23.7 items remained, for Condi-
tions I and III this was 23.8 items on the average.

The average number of correctly answered items - after exclusion of the out-
liers on the WHAT-IF pre-test was 7.1 with an SD of 2.6 and a range going from
2 to 15 correct items out of 23. On the WHAT-IF post-test the number correct
scores had a mean of 12.9 with a SD of 3.7 and a range from 6 to 20. The average
time to answer WHAT-IF pre-test items was 16.9 seconds with a SD of 4.6 and a
range from 8.8 up to 33.5 seconds to respond to the WHAT-IF pre-test items. For
the WHAT-IF post-test the average item response time was 17.1 seconds, the SD
was 3.8 and the range of the latencies went from 9.5 to 27.1 seconds (see Figure
9, Table 4, and Table 5).

Table 4. Average number correctly answered items on the WHAT-IF pre-test and
WHAT-IF post-test

Condition WHAT-IF pre-
test

WHAT-IF post-
test

I (model progression and assignments) 7.2 (sd = 2.6) 14.8 (sd = 3.3)
II (model progression, no assignments) 6.9 (sd = 2.8) 12.8 (sd = 3.7)
III (no model progression, no assignments) 7.0 (sd =2.5) 10.3 (sd = 2.7)

Overall average 7.1 (sd = 2.6) 12.9 (sd = 3.7)
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Table 5. Average item response times (in seconds) of the WHAT-IF pre-test and
WHAT-IF post-test

Condition WHAT-IF pre-
test

WHAT-IF post-
test

I (model progression and assignments) 17.0 (sd = 4.4) 17.5 (sd = 3.6)
II (model progression, no assignments) 16.1 (sd = 2.9) 16.9 (sd= 3.1)
III (no model progression, no assignments) 17.7 (sd = 5.9) 16.9 (sd = 4.6)

Overall average 16.9 (sd = 4.6) 17.1 (sd = 3.8)
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Figure 9. Average number correctly answered items on the WHAT-IFpre-test and
WHAT-IF post-test

We did not find a trade-off between correctness and speed. The correlations
found between answer time and correctness had a value of r = A4, p > .10, when
computed within students across the WHAT-IF pre-test items, a value of r = .16, p
> .10, when computed within students across the WHAT-IF post-test items, a value
of r = -.29, p > .10 when computed within WHAT-IF pre-test items across students,
and finally a value of r = -.46, p < .05 when computed within WHAT-IF post-test
items across students.

Across all the 63 students only one student had a lower post-test correctness score
which was in condition I where one student had one item less answered correctly on
the WHAT -IF post-test in comparison with the pre-test. All other 62 students showed
a knowledge gain on the WHAT-IF test. Furthermore, as can be read from Table 5, no
gain or loss in average item response time was found in this experiment.

A repeated measurement analyses on the WHAT-IF test scores showed a signifi-
cant within-subject effect of number of correct items (F1, 60 = 237.3, p < .001).
Moreover, an interaction between experimental condition and test scores was
found (F,,60= 11.83, p < .001). Subsequent ANOVA' s on the gain of the WHAT-IF
test over pairs of conditions yielded both a significant difference between the ex-
perimental conditions I and HI (F1,40,- 23.9, p < .001), and between conditions II
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and III (F1,40= 11.5, p < .05). No significant differences in WHAT-IF test improve-
ment was found between conditions I and 113.

6.3 The propositional knowledge test
For assessing the subjects performance on the propositional knowledge test we
scored the completed hypotheses lists of the students. This resulted in two differ-
ent measures: the number of correct hypotheses and the average precision of the
hypotheses. The precision score of the hypotheses could range from 1 to 4, with
"1" indicating that learners successfully stated that a relation between two vari-
ables existed or not, a "2" was given if learners indicated the right qualitative re-
lation (e.g., "if a increases b also increases"), "3" was scored if the correct quan-
titative relational specification (e.g., "if a multiplies by 2 then b multiplies by 2")
was stated, and a relation was scored "4" if the right numerical formulation (i.e.,
the exact formula) was given by the learners (Van Joolingen, 1995). Table 6
shows the average number correct hypotheses and the average precision of the
relations specified by the learners.

Table 6. Average propositional knowledge measures

Condition number of correct
hypotheses out of 7

average precision
of the hypotheses
ranging from 1 to 4

I (model progression and assignments) 4.1 (sd = 1.0) 2.5 (sd = .55)
II (model progression, no assignments) 4.0 (sd = 1.8) 2.3 (sd = .44)
III (no model progression, no assignments) 4.4 (sd = 1.6) 2.5 (sd = .39)

Overall average 4.2 (sd = 1.5) 2.4 (sd = .46)

ANOVA's showed no differences between conditions on neither number of
hypotheses nor average precision of hypotheses (F2,60< 1 for both analyses).

6.4 Relations between the different tests
Table 7 displays the correlations between the three knowledge tests over all three
conditions. For the WHAT-IF speed test results are given for correctness of the
items and for time separately. In Table 8 the correlation between the gain in defi-
nitional test score and gain in WHAT-IF correctness test score is given.

The pattern, resulting from the use of the three measures, which emerges from this
analysis is that we find three clear clusters. The first one consists of the definitional
test and WHAT-IF correctness, the second one is the WHAT-IF time aspect. The test
for propositional knowledge, as measured through the hypotheses lists, correlates
neither with the first cluster nor with the second one, and could be regarded as a
third cluster.

3 However, if we remove from our analysis the only student who scored lower on WHAT-IF the
post-test compared to the pre-test, the difference in WHAT-IF test gain between conditions I and II
becomes significant (F140= 5.1, p < .05).
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Table 7. Correlations between the different aspects of knowledge over the three
conditions on the post-test scores (levels of significance between parentheses)

WHAT-IF correct WHAT-IF speed Number of correct
hypotheses

definitional .49 (p < .05) -.02 (p > .10) .21 (p > .10)
WHAT-IF correct .16 (p > .10) .12 (p > .10)
WHAT-IF speed .11 (p > .10)

Table 8. Correlations between the different aspects of knowledge over the three
conditions on the post-test scores (levels of significance between parentheses)

WHAT -IF correct gain

definitional gain .06 (p > .10)

However, if we look at the gain in correctness on the definitional and WHAT-IF tests
we can clearly see that both scores are not related, indicating that a gain in intuitive
knowledge does not automatically yield a gain in definitional knowledge.

6.5 Interaction behaviour
We registered all the actions learners made while interacting with the simulation.
This provided us with data on the use of the simulation and the supportive meas-
ures that were present. Due to technical problems two log-files of students in
Condition III were lost. In the subsequent analyses the complete interaction data
of 61 subjects were used.

Number of runs
Students were rather active in the simulation. Table 9 shows the average number
of runs4 over the three conditions. As can be seen from the standard deviations
the individual differences are enormous.

Table 9. Average number of runs in the three conditions

Condition Number of runs
I (model progression and assignments) 61.9 (sd = 36.9)
II (model progression, no assignments) 86.2 (sd = 30.6)
III (no model progression, no assignments) 81.5 (sd = 59.0)

Overall average 76.4 (sd = 43.9)

An ANOVA on number of runs across the three conditions showed no significant
differences: F2,58 = 1.86, p > .10. Subsequent ANOVA's including pairs of
conditions yielded a significant difference between the experimental conditions I
and II: F1,40 = 5.4, p < .05, but not between the other experimental groups.

4 This is the number of times students click on the "run" button. An other way of running the
simulation and perceiving changes of manipulated variables is to dynamically change values of
variables, while the simulation is running. These "runs" are not included in our count.
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Number of assignments and explanations used
Most subjects made moderate to extensive use of assignments and explanations,
for some subjects however the explanations were less popular. One subject in

Condition I consulted no explanations at all, and one subjects in Condition I, and

one in Condition III just opened one explanation. Table 10 displays the average
number of different assignments and explanations used.

Table 10. Average number of different assignments and explanations usedfor the

three conditions

Condition number of as-
signments
(total 27)

number of ex-
planations
(total 16)

I (model progression and assignments) 13.6 (sd = 2.3) 6.4 (sd = 2.9)

II (model progression, no assignments) 8.6 (sd = 1.7)

III (no model progression, no assignments) 8.2 (sd = 2.4)

Overall average 7.7 (sd = 2.5)

An ANOVA on the number of explanations indicated significant differences
between the three experimental conditions (F2, 5 8 = 5.22, p < .05). Subsequent

ANOVA's including pairs of conditions showed significant differences between the
experimental conditions I and II (F1,40 = 9.3, p < .05), and conditions I and BI (F1,38

= 4.6, p < .05), but not between the experimental groups H and III (F1,38< 1).

6.6 Cognitive load
Subjects' cognitive load during the learning session was measured by means of a
pop-up electronic questionnaire, the S.O.S. scale. Subjects' opinion on three as-
pects of the environment were gathered: subject matter difficulty (is the subject
matter seen as easy or difficult), operating the system (is working with the system

easy or difficult), and usability of support tools (do support measures make the
understanding of the subject matter better or worse). At regular moments the

s.o.s. scale appeared and subjects had to complete it before they continued
working with the environment. By pulling sliders subjects could indicate their
ratings. Subjects scores could range from 0 to 100, where 100 was the `negative'

side, meaning that the subject matter was extremely difficult, the environment
was extremely difficult to work with, and support made the task much more diffi-

cult.
In condition I the learners indicated their perceived difficulty of the topic, their

appreciation of the system and their opinion on the helpfulness of the support on
the average 10.5 times with a range of 9 to 12 times. In condition II the average
was 10.3 times and the range was 7 to 12 times. In condition HI the average was
9.6 times and the range was 5 to 12 times.

Table 11 displays the correlations between the three rated cognitive load as-

pects.
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Table 11. Correlations between the cognitive load aspects across the three con-
ditions

subject matter operating the
difficulty system

subject matter difficulty
operating the system

.34 (p < .05)

support
provided

.27 (p < .10)
.36 (p < .05)

Correlations, though on two out of three occasions significant, are of a moderate
level, indicating that the three measures assess different aspects of cognitive load.
The scores at the cognitive load measures in the three conditions are given in Table
12.

Table 12. Average scores on the three measures of 'cognitive load'

Condition subject matter operating the
difficulty system

support
provided

I (model progression
and assignments)

H (model progression, no
assignments)

III (no model progression,
no assignments)

Overall average

60.7 (sd = 18.0) 30.6 (sd = 22.4) 38.4 (sd = 7.9)

46.5 (sd = 13.9) 25.5 (sd = 22.4) 39.3 (sd = 10.5)

54.3 (sd = 19.6) 22.9 (sd =13.8)

53.8 (sd = 18.0) 26.5 (sd = 17.8) 38.8 (sd = 9.2)

ANOVA's showed no differences between the two experimental groups on
helpfulness of the support (F1,40 < 1), nor on operating the system across the three
conditions (F1,58 < 1). Likewise, subsequent ANOVA's including pairs of
conditions showed no significant differences between the experimental conditions
on the appreciation of operating the system (F1,40 < 1 and F1,38 < 1 for comparisons
between I and II, and for II and DI, F1,38= 1.64, p > .10 for comparison between I
and In). However, the experimental conditions differed with respect to the subject
matter difficulty rating: F1,58 = 3.6, p < .05). ANOVA's including pairs of
conditions showed significant differences between the experimental conditions I
and II (F1,40 = 8.2, p < .05), but not between the other conditions (F1,38 = 1.15, p >
.10 for I and III, F1,38 = 2.2, p > .10 for comparisons of II and DI).

6.7 Interaction of behaviour and learning results
We already found that the experimental manipulations, i.e., the extent to which
support is provided to the students, had their effects on the post-test scores. Here,
we take a closer look at the relations between use of instructional measures
(assignments and explanations, model progression could not be used but was pre-
sent) and scores on the knowledge tests. Table 13 displays the correlations within
condition I between number of assignments used and the scores on the post-tests.
Table 14 shows the correlations across the three experimental conditions between
number of explanations used and the scores on the post-tests.
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Table 13. Correlations in condition I between knowledge scores (post-tests) and
number of assignments used

post-test score number of assignments

Definitional post-test scores -.05 (p > .10)
WHAT-IF post-test correctness scores .23 (p > .10)
WHAT-IF post-test item response times -.23 (p > .10)
number of correct hypotheses .12 (p > .10)

Table 14. Correlations across all three experimental conditions between knowl-
edge scores (post-tests) and number of explanations used

post-test score number of explanations

Definitional post-test scores -.17 (p > .10)
WHAT-IF post-test correctness scores -.09 (p > .10)
WHAT-IF post-test item response times -.02 (p > .10)
number of correct hypotheses -.13 (p > .10)

No correlation reached a level of significance below .05, indicating, among others,
that within condition I we can not identify a relation between the number of
assignments used and the post-test scores. Neither can we say anything about the
relation between the explanations consulted, across the three experimental
conditions, and the post-test scores.

Table 15. Correlations between knowledge scores (post-tests) and number of
runs used

post-test score number of runs

Definitional post-test scores -.38 (p < .05)
WHAT-IF post-test correctness scores -.30 (p < .05)
WHAT-IF post-test item response times .11 (p > .10)
number of correct hypotheses -.06 (p > .10)

The figures in Table 15 show that two of the correlations reach a level of
significance below .05. Considering the correlations taken over the three conditions
we may therefore conclude that it appears that a higher number of runs is associated
with lower post-test scores. When this correlation is computed within experimental
conditions the picture in Table 16 emerges.

Table 16. Correlations between knowledge correctness scores (post-tests) and
number of runs for each experimental condition

post-test score x number of runs condition I condition II condition III

Definitional post-test scores
WHAT-IF post-test correctness
scores

-.41 (p <
-.24 (p >

.10)

.10)
.17 (p >
-.05 (p >

.10)
.10)

-.74 (p <
-.47 (p <

.05)

.05)
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Finally, we computed the correlations between aspects of cognitive load, as
measured with the s.o.s. scale, and the post-test scores. They were determined
across the experimental conditions and are displayed in Table 17.

Table 17. Correlations between knowledge scores and measures of cognitive
load

post-test score

definitional post-test scores
WHAT-IF post-test correctness
scores
WHAT-IF post-test item response
times

number of correct hypotheses

subject matter
difficulty

operating the
system

support
provided

-.14 (p > .10) -.08 (p > .10) -.33 (p < .05)
.03 (p > .10) .01 (p > .10) -.26 (p < .10)

.11 (p > .10) -.33 (p < .05) Al (p > .10)

-.03 (p > .10) .05 (p > .10) .25 (p > .10)

From Table 17 we can read that one of the significant correlations can be found for
definitional post-test scores, indicating that subjects who appreciate the support
provided (low score), have higher correctness scores on the definitional post-test.
The negative correlation between the operating system and WHAT-IF post-test item
response times indicates that students who estimate operating the system as easier
have longer item response times. This correlation disappeared in conditions I and
when computed within the experimental conditions. In condition III the correlation
was -.48 (p < .05).

7. DISCUSSION

The first main finding of this study is that, as a whole, subjects improved on the
knowledge tests, in all three experimental conditions. For definitional knowledge,
there was a small gain between the pre- and post-test, meaning that on average
students acquired some definitional knowledge during the session ofa little more
than two hours. We believe that the availability of explanations for all students is
the main contributor to the definitional knowledge gain. On intuitive knowledge,
the average gain in correctness was substantial in all three conditions. This is in
line with our expectations that simulations do have most effect on intuitive
knowledge, and not on learning facts and definitions. On the basis of the results
of the study we can therefore conclude that, in the context of simulation based
discovery learning, it makes sense to introduce new ways of measuring knowl-
edge in addition to traditional 'definitional' type of knowledge tests.

A second important conclusion from the study is that adding support to the
simulation helped. On the correctness scores of the intuitive post-test the two
conditions with support added outperformed the control group, and the condition
with model progression and assignments was very close to outperforming the group
with only model progression. We can therefore conclude that, in this situation,
adding model progression to a simulation helped the learners in gaining intuitive
knowledge, and adding assignments to model progression was close to being
successful.
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The interaction data as measured with the log-files revealed differences between
experimental groups. The activity of subjects, measured in the number of
simulation runs and the number explanations used, showed that learners in
condition I looked up less explanations and performed less runs than in the other
conditions. A likely explanation is that learners in condition I simply devoted
considerable part of their time to assignments, which were not available in
conditions I and H.

In our data we found a relation between the interaction patterns and the post-
test results of the definitional knowledge and the WHAT -IF tests. An overall nega-
tive correlation was found between the number of runs and the correctness scores
of the post-tests. These negative correlations were significant when computed
across the three experimental groups. So, on the whole, the more runs the learners
used, the less items they responded correctly. When these correlations were cal-
culated within experimental conditions they only remained significant (at the .05
level) in condition III. In condition I the correlations between number of runs and
post-test scores stayed negative and of a moderate size, but were not significant.
In condition II this pattern disappeared. These results are in contrast with De Jong
et al. (1993) where a correlation between interaction level (measured as number
of iterations) and performance was found. A possible explanation for the negative
correlations is that learners may have devoted much of their time to running the
simulation at the expense of thinking about the domain of harmonic oscillations,
and the relations between variables within the domain. It is not clear why the
negative correlations are found in just these experimental conditions, and not in
the other. Finally, it should be noted that the way we counted the runs (see foot-
note 4) may be responsible for this inconclusive picture.

Like in other evaluations of SMISLE learning environments (de Jong et al.,
1995; van Joolingen, van der Hulst, Swaak, & De Jong, 1995), subjects showed
that they like the idea of assignments. The virtue of this is that assignments seem
to have their expected guiding role, in the sense that they get learners going with
the simulation. A drawback that we found in previous studies was that subjects
showed a tendency to identify the discovery task with completing all assignments.
We tried to overcome this issue in the present experiment by telling the learners
explicitly that this was not the purpose of assignments; assignments should only
be used if learners thought them helpful in their discovery process. The same was
told about the use of the explanations, the model progression tool, and the simu-
lation window. We directly explained the students to use the environment, the
way they liked most, the way they conceived most fruitful to their learning. We
think we were successful in explaining the students the freedom was in their
hands: the range of used assignments was 8 to 16 assignments out of 27, for the
explanations this was 0 to 10 out of 16, and the number of runs ranged from 18 to
252.

For complex (learning) environments, cognitive load might be an important factor
in the learning process. In this study we measured cognitive load by means of an
electronic questionnaire that popped up once in a while. Three different aspects of
cognitive load were measured: subject matter difficulty, operation of the
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environment, and usability of the support measures in understanding the subject
matter. These different aspects indeed appeared to measure to a certain extent
different aspects as became clear from their correlations. The environments from
the three experimental conditions differed with respect to subject matter difficulty,
but not on the ratings of system operation or helpfulness of support measures. A
possible explanation for the higher subject matter difficulty rating in the
experimental condition in which assignments are available, is that in trying to
answer the assignments, students learned that they not always were right at the first
trial. They received negative feedback (i.e., "this is not the right answer"), some
hints (e.g. "try to set the value of the damping constant to a value greater than the
critical damping"), and were encouraged to try again. As a consequence learners in
this conditions became more conscious of their understanding of the domain, and
rated it accordingly as more difficult.

The fact that the subjects on the whole, rated the subject matter difficulty
higher than the operating aspect of cognitive load, indicates that tackling the do-
main of harmonic oscillations took more cognitive resources than operating the
instructional environment. Moreover, the fact that the average rating of helpful-
ness of the support is below 50, tells us again that the support is indeed helping
learners to understand the domain at hand, instead of interfering their learning
process. These results may not seem very surprising. However, when disappoint-
ing results are found in simulation-based discovery studies, extreme cognitive
load as resulted from operation difficulties or extra support, is several times men-
tioned as a possible reason why so less is learned (e.g., Shute, 1991; De Jong, et
al. 1993; Njoo, 1994).

The results of this study can also be used for a further validation of the WHAT-IF test
format, which is a relatively new format.

In contrast with previous studies (De Jong et al., 1995a,b; Van Joolingen et al.,
1995), in this experiment, no decrease in item answer time for the WHAT-IF test is
found. However, at the same time, the gain in correctness is much larger in the
present study and the average item answer time of the items in this study was far
lower than those of WHAT-IF items of earlier work. In one particular study (Van
Joolingen et al., 1995), we used a comparable set of items and found average an-
swer times of 25 seconds for the pre-test and 20 seconds for the post-test items. In
the present experiment learners needed on the average 17 seconds for both pre-
and post-test items. Further experimentation should tell us more about the maxi-
mum speed to be expected in answering these type of items within complex
physics domains.

In agreement with prior studies, no trade-off between correctness and comple-
tion times is detected. This entails that there is no evidence that the incorrect
items are answered quicker than the correct ones. There even seems an indication
of the reverse, i.e., that the quicker an item is answered, the higher the chance it is
correct which fits well with our preconceptions on intuitive knowledge.

Like in former work (Van Joolingen et al., 1995), comparisons between the
post-test scores showed no correlation between the WHAT-IF test and the number
of correct hypotheses. This is interesting as both tests require the same knowledge
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about relations between variables of the domain. However, the two formats con-
trast on the demand they place on the ability of the learners to formulate the rela-
tions: while in the WHAT-IF test there is no need at all for verbalisation, in the
propositional test this is of uttermost importance. If it is argued that for knowl-
edge to become intuitive, knowledge first has to go through a verbal phase then
considerable correlations should have been expected between the WHAT-IF test
scores and the propositional knowledge test scores. If, it is, on the other hand, be-
lieved that intuitive knowledge is acquired by a more implicit experiential learn-
ing mode, without need for explicitation, then no relations are foreseen between
the two test scores. Our data are in line with the latter hypothesis.

We started this work with highlighting two general issues in research on
effectiveness of discovery learning. We stated as a first cause for finding
disappointing results in this research that learners might experience problems in the
discovery learning process. Therefore, in this study we supported the learners in
regulating their discovery process with several types of instructional measures. A
second mentioned option for the studies lacking positive effects of discovery,
entailed that discovery learning might lead to a more 'intuitive', deeply rooted form
of knowledge that might not measured adequately by the tests used in these studies.
For that reason, in this experiment, we applied a new type of test, the WHAT-1F test,
intended to tap intuitive knowledge. The results of this study were in line with our
expectations: the support measures worked and students mainly acquired intuitive
knowledge. We will continue this line of research in future work. In upcoming
experiments we will fine-tune the support measures and the assessment both the
knowledge acquired and the activities of the learners. These modifications will
then hopefully, on the one hand, improve learning even further, and on the other
hand, provide still a more clear picture on what is going on during discovery
learning and tell us more about what is learned, and what is not learned.

8. REFERENCES

Anderson, J.R. (1987). Skill acquisition: Compilation of weak-method problem
solutions. Psychological Review, 94(2), 192-210.

Berkum, J.J. van, & Jong, T. de (1991). Instructional environments for simulations.
Education & Computing, 6, 305-359.

Berry, D.C., & Broadbent, D.E. (1984). On the relationship between task
performance and associated verbalizable knowledge. The Quarterly Journal of
Experimental Psychology, 36A, 209-231.

Berry, D.C., & Broadbent, D.E. (1988). Interactive tasks and the implicit-explicit
distinction. British Journal of Psychology, 79, 251-272.

Berry, D.C., & Broadbent, D.E. (1990). The role of instruction and verbalization in
improving performance on complex search tasks. Behaviour and Information
Technology, 9(3), 175-190.

Broadbent, D.E., Fitzgerald, P., & Broadbent, M.H.P. (1986). Implicit and explicit
knowledge in the control of complex systems. British Journal of Psychology,
77, 33-50.

32 © Copyright 1996 by OCTO University of Twente

37



Discovery learning in the domain of oscillation

Brown, D.E. (1993). Refocusing core intuitions: a concretizing role for analogy in
conceptual change. Journal of Research in Science Teaching, 30 (10), 1273-
1290.

Bruner, J.S. (1961). The act of discovery. Harvard Educational Review, 11, 21-32.
Carlsen, D.D., & Andre, T. (1992). Use of a microcomputer simulation and

conceptual change text to overcome students preconceptions about electric
circuits. Journal of Computer-Based Instruction, 19, 105-109.

Cates, W. M. (1992). Considerations in evaluating metacognition in interactive
hypermedia/ multimedia instruction. Paper presented at the annual meeting of
the American Educational Research Association, April 20, 1992, San Fransisco,
CA.

Chambers, S.K., Haselhuhn, C., Andre, T., Mayberry, C., Wellington, S., Krafka,
A., Volmer, J., & Berger, J. (1994, April). The acquisition of a scientific
understanding of electricity: Hands-on versus computer simulation experience;
conceptual change versus didactic text. Paper presented at the Annual Meeting
of the American Educational Research Association, New Orleans.

Chase, W.G., & Simon, H.A. (1973). Perception in chess. Cognitive Psychology, 4,
55-81.

Choi, B., & Gennaro, E. (1987). The effectiveness of using computer simulated
experiments on junior high school students understanding of the volume
displacement concept. Journal of Research in Science Teaching, 24, 539-552.

diSessa, A. (1993). Towards an epistomology of physics. Cognition and
Instruction, 10 (2 & 3), 105-25.

Fischbein, E. (1987). Intuition in science and mathematics. Dordrecht, The
Netherlands: Reidel.

Friedler, Y., Nachmias, R., & Linn, M.C. (1990). Learning scientific reasoning
skills in microcomputer-based laboratories. Journal of Research in Science
Teaching, 27, 173-191.

Glaser, R., Schauble, L., Raghavan, K., & Zeitz, C. (1992). Scientific reasoning
across different domains. In E. de Corte, M. Linn, H. Mandl & L. Verschaffel
(Eds.), Computer-based learning environments and problem solving (NATO
ASI series F: Computer and Systems Series) (pp. 345-373). Berlin: Springer.

Goodyear, P., Njoo, M., Hijne, H., & van Berkum, J.J.A. (1991). Learning
processes, learner attributes and simulations. Education & Computing, 6, 263-
304.

Grimes, P.W., & Willey, T.E. (1990). The effectiveness of microcomputer
simulations in the principles of economics course. Computers & Education, 14,
81-86.

Hayes, N.A., & Broadbent, D.E. (1988). Two modes of learning for interactive
tasks. Cognition, 28, 249-276.

Hussy, W. & Granzow, S. (1987). Komplexes Problemlosen, Gedachtnis und
Verarbeitungsstill. Zeitschrift fur Experimentelle und Angewandte Psychologie,
34, 212-227.

Jong, T., de (1991). Learning and instruction with computer simulations. Education
& Computing, 6, 217-229.

© Copyright 1996 by OCTO University of Twente 33

38



Swaak, van Joolingen, & de Jong

Jong, T., de & Joolingen, W.R. van (1995). The SMISLE environment: Learning
with and design of integrated simulation learning environments. In P. Held &
W.F. Kugemann (Eds.), Telematics for education and training (pp. 173-187).
Amsterdam: IOS Press.

Jong, T. de, & Joolingen, W.R. van (in preparation). Discovery learning with
computer simulations.

Jong, T. de, Hanel, H., Swaak, J., & Joolingen, W.R. van (1995a). Support for
simulation-based learning; the effects of assignments in learning about
transmission lines. SMISLE project, deliverable D51. Enschede: University of
Twente.

Jong, T., de, Hoog, R., de & Vries, F. de (1993). Coping with complex
environments: The effects of navigation support and a transparent interface on
learning with a computer simulation. International Journal of Man-Machine
Studies, 39, 621-639.

Jong, T. de, Joolingen, W.R. van, Scott, D., de Hoog, R. , Lapied, L., Valent, R.
(1994). SMISLE: System for Multimedia Integrated Simulation Learning
Environments. In T. de Jong & L. Sarti (Eds.), Design and production of
multimedia and simulation based learning material (pp. 133-167). Dordrecht:
Kluwer Academic Publishers.

Jong, T. de, Martin, E., Zamarro J-M., Esquembre, F., Swaak, J. , & Van Joolingen,
W.R. (1995b). Support for simulation-based learning; the effects of
assignments and model progression in learning about collisions. SMISLE
project, deliverable D50. Enschede: University of Twente.

Joolingen, W.R. van (1995). QMaPS: Qualitative reasoning for simulation learning
environments. Journal of Artificial Intelligence in Education, 6(1), 67-89.

Joolingen, W.R. van, & Jong, T. de (1993). Exploring a domain through a computer
simulation: traversing variable and relation space with the help of a hypothesis
scratchpad. In D. Towne, T. de Jong & H. Spada (Eds.), Simulation-based
experiential learning (pp. 191-206). Berlin: Springer.

Joolingen, W.R. van, Hulst, A. van der, Swaak, J, & Jong, T. de (1995). Support for
simulation-based learning; the effects of model progression in learning about
oscillations. SMISLE project, deliverable D24a. Enschede: University of
Twente.

Klahr, D., Fay, A.L., & Dunbar, K. (1993). Heuristics for scientific
experimentation: A developmental study. Cognitive Psychology, 25, 111-146.

Lajoie, S.P. (1993). Cognitive tools for enhancing learning. In S. P. Lajoie &
Deny (Eds.), Computers as cognitive tools (pp. 261-289). Hillsdale (NJ):
Lawrence Erlbaum.

Lavoie, D.R., & Good, R. (1988). The nature and use of predictions skills in a
biological computer simulation. Journal of Research in Science Teaching,
25(5), 335-360.

Leutner, D. (1993). Guided discovery learning with computer-based simulation
games: effects of adaptive and non-adaptive instructional support. Learning and
Instruction, 3, 113-132.

34 © Copyright 1996 by OCTO University of Twente

39



Discovery learning in the domain of oscillation

Lewis, EL., Stern, J.L., & Linn, M.C. (1993). The effect of computer simulations
on introductory thermodynamics understanding. Educational Technology, 45-
58.

Njoo, M. (1994). Exploratory learning with a computer simulation: Learning
processes and instructional support. PhD thesis. Eindhoven: Eindhoven
University of Technology.

Njoo, M., & de Jong, T. (1993). Exploratory learning with a computer simulation
for control theory: Learning processes and instructional support. Journal of
Research in Science Teaching, 30, 821-844.

Rieber, L.P. (1990). Using computer animated graphics in science instruction with
children. Journal of Educational Psychology, 82, 135-140.

Rieber, L.P., & Parmley, M.W. (in press). To teach or not to teach? Comparing the
use of computer-based simulations in deductive versus inductive approaches to
learning with adults in science. Journal of Educational ComputingResearch.

Rieber, L.P., Boyce, M., & Assad, C. (1990). The effects of computer animation on
adult learning and retrieval tasks. Journal of Computer-Based Instruction, 17,
46-52.

Rivers, R.H., & Vockell, E. (1987). Computer simulations to stimulate scientific
problem solving. Journal of Research in Science Teaching, 24, 403-415.

Showalter, V.M. (1970). Conducting science investigations using computer
simulated experiments. The Science Teacher, 37, 46-50.

Shulman, L.S., & Keisler, E.R. (1966). Learning by discovery. Chicago: Rand
McNally.

Shute, V. J. (1991, April). A comparison of learning environments: All that glitters
.... Paper presented at the American Educational Research Association (AERA)
Annual Meeting, Chicago, USA.

Shute, V.J., & Glaser, R. (1990). A large-scale evaluation of an intelligent
discovery world: Smithtown. Interactive Learning Environments, 1, 51-77.

Swaak, J. (1995). Development of tests for intuitive knowledge in formal domains:
the WHAT-IF test. Internal IST-MEMO-95-03, Enschede: University of Twente.

Veenman, M.V.J., & Elshout, J.J. (1995). Differential effects of instructional
support on learning in simulation environments. Instructional Science, 22, 363-
383.

White, B.Y. & Frederiksen, J.R. (1990). Causal model progressions as a foundation
for intelligent learning environments. Artificial Intelligence, 42, 99-157.

White, B.Y. (1984). Designing computer games to help physics students understand
Newton's laws of motion. Cognition and Instruction, 1, 69-108.

White, B.Y. (1993). ThinkerTools: causal models, conceptual change, and science
education. Cognition and Instruction, 10,1-100.

© Copyright 1996 by OCTO University of Twente 35

40



1111111111111111111111111111111111111111111111IIMMINI

#111 iihiversiteit Twente
iMiversiteit voor technische en
meatschappijwetenschappen

41 BEST COPY AVAILABLE



(9/92)

U.S. DEPARTMENT OF EDUCATION
Office of Educational Research and Improvement (OERI)

Educational Resources Information Center (ERIC)

NOTICE

REPRODUCTION BASIS

ERIC

This document is covered by a signed "Reproduction Release
(Blanket)" form (on file within the ERIC system), encompassing all
or classes of documents from its source organization and, therefore,
does not require a "Specific Document" Release form.

This document is Federally-funded, or carries its own permission to
reproduce, or is otherwise in the public domain and, therefore, may
be reproduced by ERIC without a signed Reproduction Release
form (either "Specific Document" or "Blanket").


